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EXAMPLE 6 

EXAMPLE 7 

1.1 Systems of linear Equations 7 

It is not difficult to prove that performing thes~ manipulations on a linear sys­
tem leads to an equivalent system. The next example proves this for the second 
type of manipulation. Exercises 24 and 25 prove it fo r the firsl and third manipu­
lations, respectively. 

Suppose that the ith equation of the linear system (2) is multiplied by the nonzero 
constant c. producing the linear system 

(lIIXI + {/12X2 + 
anxi + {/ 22 X l + 

(17) 

If XI = .f1 • ..I:2 = .f2 .... . x" = .1'" is a solution to (2), then it is a solution to all the 
equations in (17), except possibly to the ith equation . For the ith equation we have 

c(a jl S1 + (/i2.f2 + ... + (linS,,) = Cbi 

CUi 1St +Clli2.f2 + ... + Cll,,,S,, = Chi. 

Thus the ith equation of (17) is also satisfied. Hence every solution to (2) is also 
a solution to (17). Conversely, every solution to (17) also satisfies (2). Hence (2) 
and (17) are equivalent systems. • 

The following example gives an application leading to a linear system of two 
equations in three unknowns: 

(Production Planning) A manufacturer makes three different types of chemical 
products: A, B. and C. Each product must go through two processing machines: 
X and Y. The products require the following times in machines X and Y: 

I. One ton of A requires 2 hours in machine X and 2 hours in machine Y. 

2. One ton of B requires 3 hours in machine X and 2 hours in machine Y. 
3. One ton of C requires 4 hours in machine X and 3 hours in machine Y. 

Machine X is available 80 hours per week. and machine Y is available 60 hours 
per week. Since management docs not want to keep the expensive machines X and 
Y idle, it would like 10 know how many tons of each product to make so that Ihe 
machines are fully utilized. It is assumed that the manuL1cturer can sell as much 
o f the products as is made. 

To solve this problem. we let XI> Xl, and X) denote the number of toilS of 
products A, B , and C. respectively. to be made. The number of hours that machine 
X will be used is 

2xI + 3X2 + 4X3 . 

which must equal 80. Thus we have 

2xI + 3X2 + 4X3 = 80. 
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EXAMPLE 13 

1.2 Matrices 17 

We shall sometimes use the s ummation notation, and we now rcvicv,. this 
useful and compact notation. 

" By La; we mean ([I + ([2 + . .. + (I". The leiter i is called the index or 
i = ] 

s ummation; it is a dummy variable that can be replaced by another leller. Hence 
we can write 

T hus 

" " " L a; = L a) = L a ... 
j ",, ] j = J t ,.,] 

, 
L (Ii = III + {/2 + OJ + (14 _ 

; = ] 

The summation notation satisfies the following properties: 

n "" 
l. L (r; + Si )a; = Lrilli + L .\"illi 

i"" J , = 1 ; .. 1 , 
2. Lc(rilli) = cLr;lI; 

i _ J i .. l 

Property 3 can be interpreted as foll ows: The [eft side is obtained by adding all the 
entries in each column and then adding all the result ing numbers. The right side 
is obtained by adding all the enlries in each row and then adding all the resulting 
numbers. 

If A I. A2 • ...• Al are 11/ x 1/ matrices and Ct . C2 • .. . • Ct arc reat numbers. then 
an expression of the foml 

(2) 

is calted a linear comhinalion of A t. A 2 •.. .• A.., and Cl . C2 • .. . • q are called 
coerticients. 

The linear combination in Equation (2) can also be expressed in summation 
notation as , 

L CiAi = Ct A t + c2 A 2 + .. . + Ct A t · 
i=t 

The following are linear combi nalions of matrices: 

[

0 - 3 
3 2 3 

I - 2 

5] I [ 5 4 - 2 6 
- 3 - I 

2 
2 

- 2 

2[3 - 2] - 3[5 0] + 4[ - 2 5]. 
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EXAMPLE 13 

1.3 Matrix Multiplication 27 

columns of matrix A, where the coefficients arc the entries in the jlh column of 
matrix B: 

If A and B are the matrices defined in Example [ L then 

AB ~ [; !] [ -~ 
- I 5 

3 
2 

4] - [: l~ 
I - 17 7 

6] l ~ . 

The columns of AB as linear combinations of the columns of A are given by 

• Linear Systems 

Consider the linear system of III equations in n unknowns, 

aJlXj + {l12X! + .. . + {/lr,Xn = hi 

{/21Xj + {/nX2 + .. . + {/ 2" X n = b2 

Now de fine the following matrices: 

[ U" 
(II ! 

U,,, ] 

U [b' ] {/2J (121 {/2" h2 
A ~ x ~ b = . . 

ami a,.," a,~", bm 

• 

(4) 
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1.4 Algebraic Properties of Matrix Operations 37 

and (veri fy) 

-I] ~ [18 0]-
7 12 3 

Recall Example 9 in Section 1.3, which shows that A B need not always 
equal BA . This is the first significant difference between mu ltiptication of 
matrices and muttiplicat io n of real numbers. 

• 

Theorem 1.3 Properties of Scalar Multiplication 

EXAMPLE S 

EXAMPLE 6 

If rand s are real num~rs and A and B arc matrices of the appropriate sizes, then 

(a) r(sA) = (r.I")A 

(b) (r+s)A = rA+.IA 

(c) rCA + B) = rA + r B 

(d) A(rB) = r(AB) = (rA)B 

Proof 

Exercises 13, 14 . 16, and 18. 

Let 

Then 

A = [~ 2 

- 3 

2(3A) = 2 [ I ~ 

We also have 

A(2B) = [~ 2 

- 3 

!] 
6 

- 9 

ond 

9] [24 
12 = 12 

12 

- 18 
18] = 6A . 24 

- 10 
o 

16] ~ 2(A B' . 26 ,I 

• 

• 
Scalar mult iplication can be used to change the size of entries in a matrix to meet 
prescribed properties. Let 

Then for k = ~ ,the largest entry o f kA is I . Also if the entries of A represent the 
volume of products in gallons, for k = 4, kA gives the volume in quarts. • 

So far we have seen that multiplication and addit ion of matrices have mLL~h in 
common with multiplication and addit io n o f real numbers. We now look at some 
properties of the transpose. 
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• Supplementary Exercises 

I. leI 
-4 

1 
o 

Find a matrix B in reduced row e(;helon fonn lhal is row 
equivalent to A. using elementary matrices. 

2. Find all values of a for which the following linear syslems 
ha\'i.~ oolution.<:: 

(a) x + 2y + z = ,,1 

x+ y+3z= " 
3x + 4)' + 7: = 8 

(b) x + 2)' + Z = u2 

x+ y+3: =u 
3x + 4)' + 8::: = 8 

3. Find all values of" for which the following homogeneous 
syslem has nonlrivial solution,: 

( I - a)x 

- 'jy+~= O 

)' + ~ =0 

4. Find all va lues of a. b. and c so thaI the linear system 

IS consistent for 

o 2] - 2 
- IU 3 

5. Let A be an /I >( II matrix. 

(a) Suppose that the matrix IJ is obtained from A by 
multiplying the jth row of A by k i=- O. Find an 
elemenlary row operation that. when applied to B. 
gives A. 

(b ) Suppose th[ltlhe mmrix C is obtained from A by in­
terchanging the i lh :"md jlh rows of A . Find an e le­
mentary row opermioll thJt. when applied 10 C. gives 

" 
(e) Suppose that the matrix D is obtained from A by 

adding k time~ the j lh row of A to its ilh row. Find 
an elementary row operalion Ihal. when applied 10 D. 
gives A, 

6. Exercise 5 implies th:l t Ihe effecl of any elementary row 
operalion can be reversed by another (suilable) elemen­
mry row optrntion. 

(a ) Suppose Ihal Ihe mmrix E, is obtained from I. by 
m uhiplyinj! the j th row of In by k i=- O. Explain why 
EI is nonsingular. 

7. 

8. 

Supplementary Exercises 137 

(b) Suppose Ihm the matrix E~ is obtained from I. by in­
terchanging the jlh and j th rows of I •. Explain why 
E~ is nons ingular. 

(c) Suppose that the matrix EJ is obtained from I . by 
adding k times the j lh row of I. to its i th row. Ex­
plain why EJ is nonsingul:lr. 

Find [he inverse o f 

U 
Find Ihe inverse of 

" 1 
o 
o 

0 

o 

" 
1 

o 

~] 

9. A ~ part of a projcct. two ~tudent~ IIIU~ I detennine the in_ 
verse of a given to )< 10 matri x A. Each performs the 
required calcu lation. and they return their results AI and 
A) . respectively. to the instruclor. 

( 3 ) What muSI be true aboullhe IWO results? Why'! 

(b ) How does the inslruclor check their work without re­
peating the calculations'! 

10. Compute [he vector w for each of the following expres­
sions without computing the in\'erse of any matrix. given 
Ihal 

A~[A O -nc~[~;:] 

F ~[=l ~ n , ~U] 
(b) w = (F + 2A)C - l v 

II . Determine all values of ,I' so Ihm 

A ~ [~ , 
is nonsingular, 

12. Delermine aJJ values Of.f so tha i 

is nonsingular. 
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4.1 Vectors in the Plane and in 3-Space 187 

Key Terms 
Vectors Tail of a vector Scalar multiple of a vector 

Vector addition Rectanguhlr (Cartesian) coordinate system 
Coordinate axes 
x-axis. y-axis. z-axis 
Origin 
Coordinates 
2-space. R! 

Head of a vector 
Directed line segment 
Magnitude of a vector 
Vector in Ihe plane 
Components of a vector 
Equal veclors 

Zero vector 
Difference of vectors 
Righl- (lefl-) handed coordirwte system 
3-space. R3 
Vector in space 

e'M Exercises 

I. Sketch a directed line segmenl in Rl. representing each 
of the following vectors: 

(,' " ~[ -;J 
« ' w ~[ =;l 

(b) V=[!] 

(d) Z = [ _~] 

2. Determine the head of the vector [ -~] whose tail is 

(- 3. 2). Make a sketch. 

3. Determine the tail of the vector [!] whose head is (t. 2). 

-'1ake a sketch. 

4. D""ml", .h, "I] of .he ""m [ _ n who~ heed I, 

(3. - 2.2). 

5. For what values of 1.1 and b are the vectors [1.1 ~ b] and 

[1.I~b] equal? 

6. Foe wh" ,,]"" of a. b. "d ,,,"h,,~,",, [;'~-~] 

"d [ -~ ] 'q"'" 
a +b - 2c 

III Nercises 7 alldS. determille thecompollent.Yoj each l'eCfOr 

po. 
7. (,' P(1. 2). Q(3. 5 ) 

(h) P( - 2.2.3) . Q( - 3. S. 2) 

8. (,' P(- 1. 0). Q( - 3. - 4) 

(h , 1'( 1. I. 2), Q( t. - 2. - 4) 

In Erercil'es 9 {llId 10. filld .!!...:!'ector ",hose wil i.I' lire ()rigin 

Ihal repre.I'ellls each reclor I' Q. 

9. (,' P(- 1.2 ).Q(3.5) 

(h) P(1. I. - 2). Q(l 4. 5) 

10. (, ) P(2. - 3), Q( - 2.4) 

(h , P(- 2. - 3. 4) . 0(0. o. I) 

II. Compute u + v. u - v. 2u. and 3u - 2v if 

(, ) " ~[;] , ~ [-;J 
(h, " ~n , ~m 
«, " ~m,~m 

12. Compute u + v. 2u - v. 3u - 2v. and O - 3v if 

(a) u = m ,~ m 
(b) u = [ -:] , ~ U] 
«i " ~ UJ , ~ n] 

13. Let 

c = -2, and d = 3. Compllte each of the following: 

I' i H' 
(h, ('u + d w 

«i u + v + w 
(d ) ('u + d v + w 
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8.1 Stable Age Distribution in a Population; Markov Processes 487 

3. 

4. 

Which of the following can be transition matrices of a 
Markov process'! 

[03 07] [02 
0.3 

01] la) 
0.4 0 .• 

(b) 0.8 0.5 0.7 
0.0 0.2 0.2 

[0.55 0.33] [0.3 
0.4 

02] 
I' ) 0.45 0.67 

(d) 0.2 0.0 0.8 
0. 1 0.3 0 .• 

Which of the following are probability vectors? 

la) m 
(,) m 

Ih) m 

(d ) m 
5. Consider the trunsition matrix 

T = [0.7 0.4]. 
0.3 0.6 

(a) If x~O! = [~], compute Xl i). xt!l. and x ll ' to three 

decimal places. 

(b l Show that T is regular ar.d find its steady·slate vec­
tor. 

6. Consider the trnnsi tion matrix 

(a) I f 

0.2 
0.3 
0.5 

0.0] 
0.3 . 
0.7 

compute Xi I), x (2l, Xll), and X(4) to Ihree decimal 

places. 

(bl Show that T is regular and find its steady-state vec· 
tor. 

7. Which of the following tnmsilion matrices are regular? 

la) [~ : ] [' ° o~~: ] (b) ~ I 

! ° 

[~ 
1 

~] [1 
1 

~] 
, , 

I,) Id, ° 1 ; , 
8. Show that each of the following trnnsition matrices 

reaches a state of equilibrium: 

(a) [: ~] (b) [0.4 
0.6 

02] 
0.8 

[1 1] 
[OJ 0.1 

04] (, ) ° Id) 0.2 0.4 0.0 

0 0.5 0.5 0.6 

9. Find the steady·s' ~lle vector of each of the following reg· 
ular matrices: 

(a' [: :J (h) [03 
0.7 

0.1 ] 
0.9 

[; i] [0.4 
0.0 

01 ] (,' (d) 0.2 0.5 0.3 

° 
0.4 0.5 0 .• 

10. (Ps)"cJlOlogy) A bclilvioral psychologist places a rnt 
each day in a cage wilh two doors, A and 8. TIle rat can 
go through door A. where it recei\'es an elect ric shock. or 
through door 8. where it receives some food. A [.!Cord 
is made of the door through which the rut passes. At the 
stan of the experiment, on a Monday, the rat is Cl.Jually 
likely 10 go through door A a.~ through door 8. After 
going through door A and receiving a shock. the proba­
bility of going through the same door on the next day is 
0.3. After going through door 8 and receiving food. the 
probability of going through lhe same door on the nexi 
day is 0.6. 

(a) Write the I r~nsilion 111Ulrix for Ihe Markov process. 

(b) Whm is Ihe probnbility of lhe ral going Ihrough door 
A on Thursday (the third day after ~tarting Ihe exper· 
iment)"' 

(e) What is the StelldY'~late vector'! 

II. (S/Jci/Jlogy) A study ha~ determined thaI the occupation 
of a boy. as an adult depends upon the occupation of 
his father and is given by the following transition matrix 
where P = professional. F = farmer. and L = laborer: 

Father's ocCllpation 
[> F L 

I' 
[0' 

0.3 
02] Son's 

F 0.1 0.5 0.2 occup,uion 
L 0.1 0.2 0.6 
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transpose of. 18 
properties of. 38 

type I. II. or Ill. 117 
Matrix. 

addition. 15 
adjoint. 166 
augmented. 28 
block diagonal. 81 
characteristic equation of. 444 
characteristic polynomial of. 444 
circulant. 83 
coefficient. 28 
column echelon form. 86 
column rank of. 272 
column space of. 270 
columns of. II 
complex. A-8 
conjugate of. A-9 
covariance. 508 
defective. 462 
definition of. I I 
determinant of. 142 
diagonal. 42 
diagonalizable.456 
eigenvalue of. 442 
eigenvector of. 442 
element of. II 
elementary. of type 1. 11 . or II I. 11 7 
elementary column operation. 87 
elementary row operation. 87 
enwding.371 
entry of. II 
equality. 14 
fu ll rank of. 500 
Hermitian. A- IO 
Householder. 82 
idempotent. 81 
identity. 42 
(i.j) entry. II 
(i. j)th element of, II 
incidence. 13 
inertia. 553 
of inner product with respect to 

orderetl basis. 311 
inverse of. 46. 121. 165 
invertible. 46 
involutory. 289 
leading one of row, 86 
of a linear transformation. 389 
lower triangular. 43 
main diagonal of. I I 
II! X I!, II 

Markov. 483 
multiplication. 22 

properties of. 35 
negative of. 34 
nilpotent. 81 
noninvertible.46 
nonsingular.46 
normal. A- II 
nullity of. 247 
order of. II 
orthogonal. 466 
partitioned. 43 
polynomial. A- I I 
positive definite, 31 I 
positive semidefinite. 359 
powers. 42 
probability. 483 
product of. 22 
QR-factorization, 326 
of a quadratic form. 535 
rank of, 272 
reduced column echelon form. 86 
reduced row echelon fonll. 86 
representation of a linear 

transformation, 369 
row echelon form. 86 
row equivalent, 89 
row rank of. 272 
row space of. 270 
rows of. II 
sl:alar.42 
scalar multiple of. 16 
scalar multiplication of, 16 

properties of. 37 
similar. 410 
singular. 46 
singular value decomposi tion of. 495 
size of. II 
skew Hermitian. A- 12 
skew symmetric. 43 
spectral decomposition of. 488 
square, II 
square root of. 80 
standard representing. 369 
stochastic. 483 
storage of multipliers, 135 
sub-.43 
subtraction. 16 
sum of. 15 
symmetric. 43 
trace of. 33 
transition. 483 

Index ]·5 

from a basis, 261 
of a Markov process. 483 

trJnspose. 18 
properties of. 38 

triangul:lr.43 
type I. II. or III operation. 117 
unitary. A- I 0 
upper triangular, 43 
zero. 34 

Matrix representation. 394. 396 
Matrix transfonnation. 57 

range of. 57 
Matrix-vector product. 25 

as a linear combination of columns. 
2S 

Maximal independent subset. 238 
Member of a set. A-I 
Method of elimination. 2 
Minimal spanning se t. 239 
Minor. 157 
Modulus of complex numbers. A-8 
Multiple 

scalar. 16 
scalar. of a matrix. 16 

Multiplication 
block. of matrices. 45 
of complex numbers. A-6 
of matrices, 22 

differences from multiplication of 
real numbers. 39 

propenies of. 35 
of partitioned matrices. 43 

Multiplicity, of an eigenvalue. 459 
Multipliers. storage of. 135 
Multivariate data matrix. 507 

N 
Natural basis. 229 
Negation of a statement. A-22 
Negative 

of a matrix. 34 
of a vector. 182. 184. 189 

Network analysis. 140 
Nilpotent matrix. 81 
Nonhomogeneous linear system. III. 

280 
Noninvertible matrix. 46: Jee a/so 

Singular matrix 
Nonlinear transformation. 434 
Nonsingular matrix. 46 

properties of 48 
Nontrivial solution to a linear system. 2 
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