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2 Section 0.1

10. Denote the entries of the identity matrix by d;;, so that

g1 ifi=;
TEV0 0 ifi#

Then for C = Aly, ¢;; = Z airdr; = a;;jdj; (all other di; are zero),
= a;j and thus C = A. A s1m1]ar argument shows that I, A = A.

11. Let B = [b,‘j] = (—l)A Then b,‘j = —ay;.
(16 17 12 26 20 ]
6 19 —4 18 17
26 33 18 52 46
5 16 -5 15 9

3 15 -9 17 11
|18 29 12 38 33

12. AB =

13. Let A = [a;;] be m x p and B = [b;;] be p x n.

(a) Let the :th row of A consist entirely of zeros, so a; =0 for k£ = 1,
2, ..., p- Then the (7,7) entry in AB is

P
Za;kbkj =0 fOl‘j = l,2,...,n
k=1

the ]th column of B consist entlrely of zeros, so by; = 0 for

) Let
=1,2,..., p. Then again the (z,7) entry in ABis0for: =1, 2, .

(b

k
m.
14. The jth column of AB is

I ; a1kbi; ]
;azkbkj

Zk: Gmkbij
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Section 0.4 7

of I, to the jth row of I,. Let E} be obtained from I, by adding —c
times the ith row of I, to the jth row of I,,. Then E;E} =1,.

15. Suppose that A is nonsingular. Then multiplying both sides of Ax = b
on the left by A~!, we obtain

x = A~1b.

Conversely, suppose that Ax = b has a solution for every n x 1 matrix
b. Let e; be the n x 1 matrix with a 1 in the :th row and 0’s elsewhere.
Then the linear system Ax = e; has a solution x;. Let B be the n x n
matrix whose jth column is e;. The equations Ax, = e,,Ax; = e,, ...,
Ax, = e, can be written in matrix form as

AB =1,.
Hence, B is the inverse of A and thus A is nonsingular.
16. The matrices A and_ B are row equivalent if and only if
B = E.E;_, ---E;E,A.
Let P = ExE;_; - - - E;E,.

17. If A is row equivalent to I,, then I, = E;E;_;---E;E A, where
E,,E,, ..., E; are elementary matrices. Therefore, it follows that A =
ET'E;!---E;'. Now the inverse of an elementary matrix is an ele-
mentary matrix. By Theorem 0.6, A is nonsingular.

Conversely, if A is nonsingular, then A is a product of elementary
matrices, A = E E;_; - - - E;E; Now

A =AL =EE., - EEL,

which implies that A is row equivalent to I,,.

Section 0.4, page 32

1. 04 0 =0 and r0 = 0, where r is any real number.
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Section 1.4 27

37. Let x, and x; € R™. Then
fOx;+(1=Mx;) = cTx
= CT(AXI + (1 - /\)Xz)
= AcTx; 4+ (1 - NcTx,
Af(x1) + (1= A)f(x2)
Section 1.4, page 90

2. (a)

(0. 2)

|L4Ll|
-
+
w
I}
=)}
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4
Iy Ty I3 Trg4 ITs
zz3| 0 4 1 -1 0] 4
|1 -2 0 1 o) 4
—|lzs| 3 ® 0 -3 1|0
0 -14 0 5 0/f20
!
ry Ty T3 Ty Ts
—[zs] 0 0 1 @ -1/2] 4
o| 1 0 0 1/4 1/4| 4
| 0 1 0 -3/8 1/8] 0
0 0 0 —1/4 7/4]20
Ty T2 T3 T4 Ts
zg| 0 O 2 1 -1] 8
|1 0 —-1/2 0 1/2| 2
2| 0 1 3/4 0 -1/4| 3
0 0 1/2 0 3/2]22

Note that in the first tableau, zs could also have been chosen as the

departing variable.

o4 07
The simplex algorithm

z= 32

examines the following

extreme points: O, A, A

l
Ty Ty Tz Ty Ty ITg
24 1 1 1 0 o7
Ts 3 30 1 0]12
— | zg 3 ©® 5 0 0 1|24
-5 -8 -1 0 0 0] 0

Download full file from answersun.com




https://answersun.com/download/solutions-manual-of-accompany-elementary-linear-programming-with-applications-by-kolman-2nd-e«

Section 3.1 47

subject to

30w; — w, < 15,000
50w, — 2w, < 20,000
w20, w; >0

10. Minimize 2’ = 420w, + 600w,
subject to

2w1 + 4w2 2 0.5
2w1 + 6’UJ2 _>_ 0.8
w Z 0, w2 Z 0
where w; and w, represent the marginal values of the sewing and gluing
_ processes, respectively.

11. Let X’ =u—v, u>0, v > 0. The given problem can be written as

x
Maximize z = [¢T dT —d”] | u
v
subject to
x
[AB -B]|u|<b
v
X
ul|=0
v

By definition the dual is

Minimize 2’ = bTw
subject to
AT c
BT |w> d
-BT -d
w>0

or multiplying out we have
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Section 4.3 57

4.

Not feasible

2
0
3
1
Optimal
solution
6.
z= 9‘;‘
x=x,=0
xX,= 4
1
x3= 13
x351 X322
z= 9 z= 6
Xp=x,=0 x;=x,=0
x,= 4 X,= 2
xy3= 1 x3= 2
Optimal
solution
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Section 5.6

Section 5.6, page 385

2. (a,b) »
Early Late

Node | event time | event time
1 0 0

2 5 5

3 12 15

4 8 8

5 17 17

6 18 19

7 19 19

8 25 25

() 1-4—25-57—8
4. (a,b)
Early Late

Node | event time | event time
1 0 0

2 3 6

3 5 6

4 4 4

5 7 12

6 5 8

7 5 5

8 10 13

9 9 10

10 9 14

11 10 10

12 11 19

13 17 17

14 12 20

15 19 22

16 23 23

17 27 27

(c)124—-7—>11->13-16—>17
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